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The present paper discusses an approach to the efficient satellite image processing which involves two 
steps. The first step assumes the distribution of the steadily increasing volume of satellite collected data through 
a Grid infrastructure. The second step assumes the acceleration of the solution of the individual tasks related to 
image processing by implementing execution codes which make heavy use of spatial and temporal parallelism. 
An instance of such execution code is the image processing by means of the iterative Perona–Malik filter within 
FPGA application specific hardware architecture. 
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В данной работе рассматривается подход к эффективной обработке спутниковых изображений, ко-
торый включает в себя два этапа. Первый этап заключается в распределении быстро взрастающего объе-
ма спутниковых данных, полученных через Грид-инфраструктуру. Второй этап включает в себя ускоре-
ние решения отдельных задач, относящихся к обработке изображений с помощью внедрения кодов, ко-
торые способствуют интенсивному использованию пространственно-временного параллелизма. 
Примером такого кода является обработка изображений с помощью итерационного фильтра Перона–
Малик в рамках специального применения архитектуры аппаратного обеспечения ППВМ (FPGA). 

 
Ключевые слова: фильтр Перона–Малик, обработка спутникового изображение, Грид, высокопро-

изводительные вычисления, ППВМ (ПЛИС), ЮНИТАР (UNOSAT) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

© 2014 Bogdan Belean, Carmen Belean, Calin Gabriel Floare, Codruta Mihaela Varodi, Adrian Bot, Gheorghe Adam 



Grid based high performance computing in satellite imagery… 

 ______________________________________ 2015, Т. 7, № 3, С. 399–406 ______________________________________  

401

1. Essentials of satellite imagery 

The scanning of the Earth surface by satellites is done within a wide wavelength range of the re-
flected electromagnetic radiation coming from the Sun (microwave, infrared, visible, ultraviolet). The 
recorded electromagnetic waves are used to create images according to the pattern shown in figure 1. 
The radiation emitted by an energy source (1) covers a distance and interacts with the atmosphere (2) 
before reaching the target (3). Radiation is reflected or scattered to the satellite sensor (4), which regis-
ters it and then transmits the information on the reflected radiation to a receiving station (5) where the 
received input is transformed into digital images. The characterization of the target properties or the 
solution of some specific problem is performed based on the acquired images. 

Satellite images are of fundamental interest in meteorology, agriculture, biodiversity conserva-
tion, geology, forestry, landscape, regional planning, education, intelligence and warfare. Commercial 
applications concern: Insurance companies — damage estimates based on acquired images before and 
after disaster; Mass Media — satellite imagery based news reports; Software developers — image in-
corporation in flight simulators, games; Combined with GPS — localization in geographic information 
systems, e.g., Google Earth and Google Earth Pro.  

 

Fig. 1. Acquiring satellite images 

 
Resolution characterization of a satellite image 
Concerning the satellite images in remote sensing, there are four types of resolutions: spatial, 

spectral, temporal, and radiometric. Campbell [Campbell, 2002] defines them as follows. The spatial 
resolution represents the pixel size of an image of the surface area measured on the ground, deter-
mined by the sensor’s instantaneous field of view. The spectral resolution is defined by the wave-
length interval within the electromagnetic spectrum and the number of intervals measured by the sen-
sor. (Examples: visible images come from sunlight reflected by the Earth surface; infrared images 
come from infrared sensor measurements of the temperature of the Earth surface; water vapor images 
come from infrared measurement of the temperature in an atmospheric layer about 6–10 km above the 
Earth surface.) The temporal resolution is defined by the time interval inbetween two subsequent im-
age acquisitions for a given surface location. The radiometric resolution is defined by the amount of 
levels of brightness recorded by the imaging system. 

Another resolution may be mentioned, namely, the geometric resolution which refers to the sat-
ellite sensor's ability to effectively image a portion of the Earth's surface in a single pixel and is typi-
cally expressed in Ground Sample Distance (GSD) units. GSD is a term containing the overall optical 
and systemic noise sources and is useful for comparing how well one sensor can "see" an object on the 
ground within a single pixel [Satellite imagery, 2014]. 
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2. Grid based approach to satellite imagery 

The increase of the number of high resolution satellites into orbit and the number of applications 
which use satellite images lead to “big data” to be processed, which cannot be  accommodated to the 
satellite’s local computing infrastructures. The present paper focuses on high throughput computing 
strategies for processing satellite images which involve grid computing and application specific hard-
ware architectures for high performance computing. 

UNOSAT is the United Nations Institute for Training and Research (UNITAR) Operational Sat-
ellite Applications Programme. Created in 2000, it provides the worldwide users with high quality sat-
ellite imagery and Geographic Information System (GIS) services. These serve for planning sustaina-
ble development or monitoring natural disasters.  

Excessive loads on the UNOSAT website, putting strong pressure on the computing and storage 
resources are frequently encountered. Instances: 

Use case 1. During natural catastrophes and disasters.  
Use case 2. Web visualization from mobile devices of the field workers (even though using com-

pression and cropping when interrogating UNOSAT resources).  
Use case 3. Need of storage and computing resources from UNOSAT by users having slow in-

ternet connection. 
Use case 4. The periodically performed updates by the UNOSAT administrators (asked by im-

age uploading in the databases; own search and processing tasks on the satellite image databases). 
Since 2001, UNOSAT has been based at CERN and is supported by CERN's IT Department in 

the work it does. CERN provides Grid approach to the operations done on the satellite images: stor-
age, processing, compression. The existing sequential codes for iterative solutions on multicore pro-
cessors are, however, inefficient [Belean et al., 2013]. The usual approaches to speeding up the se-
quential solutions [Javier Gallego, 2005; Giuliani et al., 2011; Sarmah, Bhattacharyya, 2012] use divi-
sion of the satellite images into sub-images in order to reduce the size to be processed. Each sub-
image can be sent for processing to a different computing element (CE) within the grid. The most fre-
quently encountered technique to divide the satellite images is based on the use of the Thiessen poly-
gons [Javier Gallego, 2005].  

The following limitations characterize the sequential iterative algorithms: the computing power 
is limited to one CE while processing one sub-image; the CEs are General Purpose Processors (GPPs) 
(e.g. Intel® Xeon® Processor E5); the parallel processing strategies to be applied are limited by the 
available GPPs. 

To secure smooth continuous functioning of the system, a vital condition is to produce maximum 
relevant information under minimum system load. The use of FPGA approach to the Perona–Malik 
filter offers such a tool.  

3. Essentials of Perona–Malik filter for digital image processing 

There are two basic aims of the Perona–Malik filter [Perona, Malik, 1987; Perona, Malik, 1990]: 
to eliminate disturbances, i.e., filter out noise; to retain and enhance the essential information.  

The basic idea can be summarized as follows. The above aims can be achieved by solving a 
Neumann boundary problem for a generalized diffusion equation 

 ( , ) ( ( , , ) ( , )).tu x t g u x t u x t     (1) 

Where the diffusivity function g is to be anisotropic, such that, along some directions g >> 1 
(strong diffusion) while along other directions g << 1 (weak smoothing).  

The use of the equation (1) is motivated by the physical fact that, under g ≡ 1 Eq. (1) describes 
the heat propagation. The solution of the heat equation is a convolution of the initial value u(x, 0) = 
f(x) with a Gauss distribution function. Since the latter is decreasing fast (both in the coordinate and 
the frequency spaces), the fast oscillations are cut out, hence (1) acts as an effective low pass filter.  
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The digital image processing based on the equation (1) is motivated by the following considera-
tions. There is a bounded domain of the digital image, Rn (n = 2, 3) of boundary ∂Ω of class C1. 
The mapping u: Ω → [0, 1] then achieves the correspondence from Ω to the gray level distribution 
(GLD) of a noisy image. The numerical investigation of the time evolution of the GLD, performed 
through an iterative approach, results in successive instances attempting at solving the filtering tasks.  

There are two contradictory features of the Gaussian smoothing associated to the heat propaga-
tion: efficient noise filtering, but edge smearing (image blurring) which results in quick loss of essen-
tial information contained in the original image.  

The Perona–Malik hypothesis: [Wielgus, 2010] the diffusivity coefficient in (1) is to be a func-
tion of the norm of the local gray level distribution gradient. This results into the diffusion Perona–
Malik problem:  

 
2

( , ) ( ( ) ( , ))tu x t g u u x t      in (0,),  

 u / n 0 in (0,), (2) 
u(x,0) f (x) in . 

Basic features of the Perona–Malik problem. It is an ill-posed problem, which does not admit a 
weak solution. A solution could, nonetheless, be defined in the sense of distributions. However, under 
spatial discretization by finite differences, a well-conditioned problem arises, with an unexpectedly 
good filtering efficiency. This is usually called the Perona–Malik paradox in the digital image pro-
cessing. An important quantity is the flux function,  

(s) s g(s2) 0 for s (0,),  

which is asked to vary smoothly with s and to have a maximum on  (0,) at some characteristic value 
s0 0. 

The diffusivity function g(s2) enabling such (s) should be infinitely continuous differentiable 
and to decrease monotonically from 1 to 0 while s2 varies from 0 to + ∞. 

An expression of g(s2) inspired by the Gaussian distribution function is  

 g(s2) exp(s2 / 22), 0. (3) 

Then (s) has a maximum at |s| , with (s) > 0 for |s|  and (s) < 0 for |s| 
An alternative choice of the diffusion function is 

 g(s2) (1+s22), 0. (4) 

In the two-dimensional case, let ξ and η denote the local coordinates in directions perpendicular 
and parallel to u respectively. Then the Perona–Malik equation can be rewritten as 

2
( ( ) '( ) .tu g u u u u        

The coefficient of u is always positive, hence (2) acts as a smearing filter washing details along 
the contour lines of the function u. The coefficient of u may be both positive and negative, hence, in 
the perpendicular (gradient) direction slow gradient values are smeared out, while large gradient val-
ues (like edges) are sharpened instead of being blurred.  

The experiments using Perona–Malik anisotropic diffusion were visually very impressive: edges 
remained stable over a very long time. It was demonstrated that edge detection based on this process 
clearly outperforms the linear Canny edge detector, even without applying non-maxima suppression 
and hysteresis threshold. This is due to the fact that diffusion and edge detection interact in one single 
process instead of being treated as two independent processes which are to be applied subsequently. 
Considering this advantage, this technique would improve edge detection in any image processing 
based applications. 
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a) b) c)

d) e) f)  

Fig. 2. Anisotropic diffusion showing edge enhancement in case of original image Florida [Florida…,2014], 
with choice (4) for diffusion function: a) Num_iter = 5, λ = 10, b) Num_iter = 15, λ = 10, c) Num_iter = 25, λ = 
10, d) Num_iter = 5, λ = 30, e) Num_iter = 15, λ = 30, f) Num_iter = 25, λ = 30 

Results of the conventional anisotropic diffusion (Perona & Malik) upon a gray scale image aim-
ing edge enhancement are presented in Fig. 2. The number of iterations is denoted Num_Iter. The op-
timal parameter setup to preserve edge is found in figure 2.c, were all the details are preserved. Thus, 
it can be seen that for a number of 5 to 25 iterations (Fig. 2.a, 2.b and 2.c), the edge details are pre-
served. Meanwhile, for large values of λ, details are lost, see Fig. 2.d-f. 

4. FPGA based hardware architectures for anisotropic diffusion  

In order to propose hardware architecture for Perona–Malik filter, the computational steps of the 
anisotropic diffusions are independently presented next. Considering the iterative nature of the PDE 
filtering, the steps described previously are included in one filter iteration. 

Given an initial image, to be processed within N iterations (empirically N = 10 to 20): 
Steps 1, 2 and 3 shown in Fig. 3 are to be parallelized for efficient computation. Within the Field 

Programmable Gate Array (FPGA) architecture, both spatial parallelism (enabling the use of multiple 
computing units) and temporal parallelism (enabling the creation of a pipeline) were implemented. 
The main estimated advantages of the proposed architecture are as follows: within one iteration, each 
p(i,j) resulted pixel value its delivered at each 3Tclk cycles, with an initial delay of T = 12 Tclk cycles. 
In the case of a general purpose processor, within iteration, for one output pixel there are necessary 
more than 30 Tclk cycles. The exponential function can be implemented based on the approach present-
ed in [Belean B. et al., 2012] for the log computation unit. 

Computations done for a Virtex 5 FPGA and a general purpose processor are given in Fig. 4. A 
factor two acceleration of the computations, with good scalability, are obvious. 

Conclusions 

 In future attempts to implement solutions for specific iterative algorithms, we intend  to in-
tensively use Field Programmable Gate Arrays 
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Fig. 3. The three distinct computational steps identified within each of the iterations 

 The reported results suggest that the general purpose processors are surpassed by Applica-
tion Specific Hardware Architectures as it concerns the computing time 

 In the next future, we plan to derive a GPU implementation of the Perona–Malik filter and 
to compare it with the FPGA implementation 

 In the processing of grid Big Data sets, extensive use of Application Specific Hardware Ar-
chitectures might offer efficient solutions.  

P
eripherals

 

Fig. 4. Schematic presentation of the Virtex 5 FPGA (above) and comparison of the performance dependence of 
Virtex 5 FPGA with that of a 2 GHz general purpose processor 

Processing time 
(ms) 

2 GHz — General purpose processor  

350 MHz — Virtex 5 Microblaze processor 

Image size (kb) 
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