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We'd like to present a specific grid infrastructure and web application development and deployment. The
purpose of infrastructure and web application is to solve particular geophysical problems that require heavy
computational resources. Here we cover technology overview and connector framework internals. The connector
framework links problem-specific routines with middleware in a manner that developer of application doesn't
have to be aware of any particular grid software. That is, the web application built with this framework acts as an
interface between the user 's web browser and Grid's (often very) own middleware.

Our distributed computing system is built around Gridway metascheduler. The metascheduler is connected
to TORQUE resource managers of virtual compute nodes that are being run atop of compute cluster utilizing the
virtualization technology. Such approach offers several notable features that are unavailable to bare-metal
compute clusters.

The first application we've integrated with our framework is seismic anisotropic parameters determination
by inversion of SKS and converted phases. We've used probabilistic approach to inverse problem solution based
on a posteriory probability distribution function (APDF) formalism. To get the exact solution of the problem we
have to compute the values of multidimensional function. Within our implementation we used brute-force APDF
calculation on rectangular grid across parameter space.

The result of computation is stored in relational DBMS and then represented in familiar human-readable
form. Application provides several instruments to allow analysis of function's shape by computational results:
maximum value distribution, 2D cross-sections of APDF, 2D marginals and a few other tools. During the tests
we've run the application against both synthetic and observed data.
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IIpencraBnenHast paboTa OMMUCBHIBAET ONBIT CO3MAHMS M Pa3BEPTHIBAHMUS BEO-TIPWIIOKEHUS W TPHUI-
UH(paCTPyKTYpHI Ul pelieHus 3a1a4 reoQU3uKH, TpeOyIoIuX OOJBLUIOr0 KOJMYECTBA BBIYHCIUTEIBHBIX pe-
cypcoB. B paboTe npezcraBieH 0030p TEXHOJIOTUU U MEXaHNW3Ma IJIaT(GOPMbI HHTErpaluy reopru3nIecKux Mmpu-
JIOXKCHUHN ¢ pactpeeEHHBIMEA BBIYHCIUTEIBHBIME CHCTeMaMu. Pa3paboTanHas miardopmMa npemocTaBiser co-
6011 mpoMe)XyTOYHOE NMpOrpaMMHOE OOecliedeHre, NperoCTaBIsIomas yA00HbIH JOCTYN K pa3BEPHYTHIM Ha ee
OCHOBE Te0(PU3NIECKIM NPUIIOKeHUIM. JlOCTYTI K MPUIIOKEHHIO OCYLIECTBIIsIETCsl yepe3 BeO-Opay3sep. MHTerpa-
M. HOBBIX NPHJIOXKEHHH 00JIerdaeTcst 3a CYET MPEeJOCTaBIIEMOro CTaHAAPTHOTO YHUBEPCATILHOTO MHTepdeiica
B3aUMO/ICHCTBUS TUTAT(GOPMBI 1 HOBBIM NPHII0KEHHEM.

Jlist opram3anmy pactiperenéHHON BEMUCTUTeNhHON cructeMbl ipuMeneHo [10 Gridway, sx3eMInsip KoOToporo
B3aMMOJICHCTBYET C BUPTYAIM3UPOBAHHBIMM BBIYMCIMTEIBHBIMHA KJIACTEPAMHU. BHpTyammsanus BbMUCIMTEIBHBIX
KJIaCTEPOB IIPENOCTABISAET HOBbIE BO3MOYKHOCTH IIPU YTHIM3ALMU BBIYUCIMTEIBHBIX PECYPCOB IO CPABHEHHIO
C TPaJMIMOHHBIMU CXEMaMH opranu3aimu knactepHoro [10.

B kauecTBe MWJIOTHOHM 3afadyM HMCIONB30BaHA OOpaTHas 3ajadya ONpPEAETICHHE MapaMeTPOB aHM3O0TPOIUH
KOpBI U BEpXHEH MaHTHM IO JaHHBIM TeneceiicMUYecKuX HaOmofeHui. I pemeHus HCI0NIb30BaH BEepOATHO-
CTHBIW TIOJIXO/I K PEIeHHI0 00paTHBIX 33j1a4, OCHOBaHHBIN Ha (opMmani3Me arnocTepuopHOl (QYyHKIMHU pacrpe-
nenenusi (AIIOP). Ilpu sToM BbIYMCIUTENBHAS 3a/1a4a CBOJUTCS K TaOyJMPOBAHHUIO MHOTOMEPHOW (DYHKIHH.
PesynbraT BBIMHMCIEHUH TPENCTAaBIEH B YJOOHOM /sl aHAIN3a BHICOKOYPOBHEBOM BHJE, JOCTYI U yIpaBleHUE
ocymectsisiercss npu nomomu CYBJ. Ilpunoxenue mpenocraBiseT MHCTpyMeHTH! aHanu3y AIIDP: pacuer
HNEPBBIX MOMEHTOB, ABYMEPHBIE MapTUHAIIBHBIE paclpeneneHus, AByMepHble cedyeHnus AIIDP B Toukax ee Mak-
cumyMma. IIpu TecTupoBaHNM BEO-NPWIIOKEHUS OBIIM BBIOJHEHB! BBIYMCICHB! KaK CHHTETHYECKHX, TaK U JUIA
pEanbHBIX JAHHBIX.

KitroueBsle cioBa: pacipeeeHHbIe BHIYUCIUTEIbHbBIE CUCTEMBI, BUPTYaIbHbIM BHIUNCIUTENBHBIN KIacTep,
reodusrka
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Introduction

One of our previous implementation of determination of anisotropic parameters by seismic data
inversion problem utilized the EGEE grid infrastructure. The infrastructure used the gLite middleware,
despite the use of gLite middleware the computation procedure startup was carried out by hand mostly.

Large scale computational resources are difficult to utilize and maintain and middleware provides
a sort of unified interface to it. Obviously researches that lack sufficient large scale computing skills
require another level of usability improvement. Often this improvement is archived by building a so-
called wrapper above complex middleware interfaces. This is what we've done in [Aleshin, 2013;
Kholodkov, 2013]. That research involved the creation of own grid infrastructure with Globus Toolkit
across three Academic institutions. Major drawbacks include complexity of application changes and
overall system akwardness. The later was caused by security and transfer services bypass. We've
written our own implementation for user authentication and job data delivery but we couldn't drop GSI
and GridFTP out of Globus infrastructure. This led us to several conceptual improvement — the new
wrapper has to be two-level one. The first level — an integration platform that makes all interaction
with grid middleware and provides simplified API for application development, which is the second
level of a two-layer concept. Additionaly we've switched to Gridway.

The implementation

New implementation utilizes the same hardware as previous experiment. Particularly, we've
made use of virtualization to provide flexible resources to computation project and to allow easy
maintenance. The virtualization uses hardware acceleration so compute power isn't wasted.

Switching to Gridway allowed us to build a simplified grid. Gridway metascheduler runs on
separate node and talks to TORQUE queue manages directly thanks to DRM4G[DRM4G, 2014]
patches to Gridway.

The integration platform connects application with grid middleware. The platform is built using
common modern coding techniques for easy modification and extension. Most parts of platform are
coded in php with Codelgniter, which is an Model-View-Controller programming framework.
Additionaly the platform utilizes a V8 Javascript Engine (node.js) for utility jobs. Application-specific
modules are separated from common shared code allowing the researcher to easy port similar (data
independent class) applications to run on this platform. As pilot project we've implemented
determination of anisotropic parameters of crust and upper mantle by teleseismic data problem.

Pilot problem

The pilot provides a simple web-interface for determination of anisotropic parameters of crust
and upper mantle by teleseismic data problem. The major difference from our previous approach
[Anémun, 2009] is use of APDF formalism to find best fit. The idea of APDF takes data and model
error estimation into accout in the way that the outcome of the solver is best-fit-probability to
parameter set relation.

Renewed web interface is now inverse-problem oriented and the only question regarding the grid
itself user has to answer is about application split factor — how small should slices of entire
application be — and this will be addressed in future.

In addition to monitoring the new interface features automatic result processing by generating
a set of parameter-set-to-APDF relation cross-sections also available via web-interface.

Conclusion

This experiment indicated that grid software needs additional high-level API for scientific
applications, which is addressed by software described in this paper that allows users to port their own
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applications to run on grid. Gridway with DRM4G and TORQUE makes a quick and easy solution for
experimental grids.
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