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Although the era of exponential performance growth in computer chips has ended, processor core numbers
have reached 16 or more even in general-purpose desktop CPUs. As DRAM throughput is unable to keep pace
with this computing power growth, CPU designers need to find ways of lowering memory traffic per instruction.
The straightforward way to do this is to reduce the miss rate of the last-level cache. Assuming “non-inclusive
cache, inclusive directory” (NCID) scheme already implemented, three ways of reducing the cache miss rate
further were studied.

The first is to achieve more uniform usage of cache banks and sets by employing hash-based interleaving
and indexing. In the experiments in SPEC CPU2017 refrate tests, even the simplest XOR-based hash functions
demonstrated a performance increase of 3.2 %, 9.1 %, and 8.2 % for CPU configurations with 16, 32, and 64 cores
and last-level cache banks, comparable to the results of more complex matrix-, division- and CRC-based
functions.

The second optimisation is aimed at reducing replication at different cache levels by means of automatically
switching to the exclusive scheme when it appears optimal. A known scheme of this type, FLEXclusion, was
modified for use in NCID caches and showed an average performance gain of 3.8 %, 5.4 %, and 7.9 % for 16-,
32-, and 64-core configurations.

The third optimisation is to increase the effective cache capacity using compression. The compression
rate of the inexpensive and fast BDI*-HL (Base-Delta-Immediate Modified, Half-Line) algorithm, designed
for NCID, was measured, and the respective increase in cache capacity yielded roughly 1% of the average
performance increase.

All three optimisations can be combined and demonstrated a performance gain of 7.7 %, 16 % and 19 %
for CPU configurations with 16, 32, and 64 cores and banks, respectively.
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XoTs 310Xa IKCIOHCHIIMAIBLHOTO POCTa MPOU3BOMUTEIBHOCTH KOMIBIOTEPHBIX MHKPOCXEM 3aKOHUYMIIACH,
JlayKe HACTOJIbHBIE MPOLIECCOPBI OOIET0 Ha3HAYEeHUs CeroaHs umeror 16 u Gosnbiie sep. [lockoiabKy mporyck-
Hasi criocoOHOCTh mamsitu DRAM pacteT He ¢ Takoll CKOPOCTBIO, KaK BBIYHCIIUTEIIbHAST MOIIHOCTD sIIEp, pas-
PabOTYHKH MPOIECCOPOB JODKHBI UCKATh MYTH YMEHBIICHHUS YaCTOTHI OOMEHOB C MaMATHIO HAa OTHY MHCTPYK-
uro. HemocpencTBeHHBIM IyTeM K 3TOMY SIBISIETCSI CHIDKEHHE YacCTOTHI ITPOMAxOB B KO MOCIIEIHETO YPOBHSL.
[Ipennonaras yxe peaan30BaHHON CXeMy «HEHHKIIO3MBHBIA K311 C HHKITIO3UBHBIM cripaBogHHKOM» (NCID), Tpu
croco0a JaJbHEHINero CHUKCHHS YaCTOThI IPOMAaXOB OBLTH HUCCIICIOBAHBI.

[TepBrlit criocod — 3T0 HOCTKEHKE O0JIee PAaBHOMEPHOTO HCIIOJIB30BaHMsI OAHKOB M HaOOpPOB K3IIa IMpHU-
MEHEHHUEeM XdII-(DYyHKITUI 111 MHTePJIMBHHTA M MHIEKCUpoBaHusa. B skcnepumentax B tectax SPEC CPU2017
refrate, maxke mpocTerme X3m-pyHKIIH Ha ocHOBe XOR T0Ka3aiy yBeInmdeHne POU3BOAUTEIHLHOCTH Ha 3,2 %,
9,1% u 8,2 % B KOHUTypaIwIx mporeccopa ¢ 16, 32 u 64 sapamu 1 6aHKaMH 0OIIETro K31Ia, CPaBHUMOE C pe-
3yJbBTaTaMu Jisl OoJee CIOKHBIX (YHKIUI Ha ocHOoBe MaTpwuil, nenenus 1 CRC.

Bropas ontumusaius HaleJlcHa Ha YMEHBIICHUE TyOJHPOBAHUS HA PA3HBIX YPOBHSIX KAIICH IyTEM aBTO-
MaTUYECKOTO MEPEKITIOUCHHS Ha 3KCKIFO3UBHYIO CXEMY, KOTZa OHA BBINIAAWT ONTHMAJbHOW. M3BecTHas cxema
storo tuma, FLEXclusion, 6bm1a MmogudunmpoBana s ucrons3oBanus B NCID-k3max u okasajia yirydIieHue
TIPOM3BOAUTENFHOCTH B cpenHeM Ha 3,8 %, 5,4 % u 7,9 % s 16-, 32- u 64-a0epHBIX KOHDUTYPALTHi.

TpeTbeli onTUMU3ALUCH SBISICTCS YBEIHMUYCHUE (PAKTHICCKO EMKOCTH K3IIIa UCTIONb30BaHHEM KOMIIPECCHHU.
YacroTa cxatusi HeOporuM M ObicTpbiM anroputMom BDI*-HL (Base-Delta-Immediate Modified, Half-Line),
paspadoransbiM it NCID, Obuta u3MepeHa, 1 COOTBETCTBYIOIIEE YBEIMYCHUE EMKOCTH K3IIa Jayio okosio 1 %
CpPEIHETo MOBBIIICHHS POU3BOIUTEIHHOCTH.

Bce Tpu onTHMU3AIMKA MOTYT COYETATHCS U MIPOIEMOHCTPHUPOBAIN IIPUPOCT MIPOU3BOJUTEILHOCTH B 7,7 %o,
16 % u 19 % nns xoudurypanmii ¢ 16, 32 u 64 snpamMu 1 6aHKAMH COOTBETCTBEHHO.

KirroueBble ciioBa: MHOTOSICPHBIM IpoIieccop, MOACHCTEMAa IMaMsATH, paclpeAciICHHBIA OOUTHit
ka1, NCID, xami-¢pynknuu Ha ocHoBe XOR, kommnpeccusi JaHHBIX
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Introduction

Although the era of exponential performance growth in computer chips, formulated as Moore’s
law and Dennard scaling, is over, the industry still demonstrates notable progress. Even common
desktop CPUs today possess up to 16 traditional general-purpose cores. The addition of energy- and
area-efficient cores has proven an effective way to push the core number and their resulting performance
even further. Another promising avenue for increasing computing power is the adoption of domain-
specific architectures [Hennessy, Patterson, 2017].

While the computing power of CPUs grows, the throughput of standard DRAM memory modules
they use does not keep pace. Doubling roughly every five years, it becomes increasingly insufficient
and thus prompts CPU designers to find ways of reducing memory traffic per instruction. The obvious
way is to reduce cache miss rates. With multiple cores and workloads utilising them unevenly, a shared
cache is preferable as it dynamically allocates its space to the active cores [Lyer et al., 2021]. At the same
time, private caches are still needed to keep the average latency low, which leads to cache hierarchy
and the use of some coherence protocol, usually involving some degree of cache inclusion. The cache
hierarchy design of a multicore CPU is, therefore, a problem with many variables [Balasubramonian,
Jouppi, Muralimanohar, 2011].

In this paper, the “non-inclusive cache, inclusive directory” (NCID) cache configuration of
a 16-core general-purpose VLIW CPU is examined, and several ways of reducing shared cache miss
rates are studied and evaluated using trace-based simulation: hash-based interleaving and indexing,
reduction of L2-L3 replication, and data compression.

Related work

Shared cache organisation

Although a distributed shared cache is usually organised using address-based interleaving, often
referred to as NUCA, alternatives also exist. A notable one is cooperative caching [Herrero, Gonzalez,
Canal, 2008], where private caches can act like a distributed shared if a forwarding mechanism
for replaced cache lines is implemented. Another is page colouring [Cho, Jin, 2006] which assigns
each memory page a cache bank (or their group) near the core running the program and stores this
information in the page table; this approach can be combined with NUCA [Hardavellas et al., 2009].
Traditional NUCA has little hardware overhead, is easy to manage (e. g., implement QoS) and needs
no software support.

Cache coherence

Directory-based cache coherence is not the only option for many-core CPUs. While snoop-
based coherence has a reputation of poorly scalable due to quadratic growth of snoop traffic, optical
interconnect can mitigate this limitation [Wang et al., 2017]. A distributed directory can be organised
in different ways, e. g., tagless [Zebchuk et al., 2009] or cuckoo [Ferdman et al., 2011]. NCID in its
basic variant considered in this work is a relatively simple extension of NUCA.

Cache indexing

Hash functions designed for calculating cache index are discussed in [Gonzalez et al., 1997,
Vandierendonck, De Bosschere, 2005; Salwan, 2013]. The non-uniformity of cache set use was also
addressed by skewed associativity [Seznec, 1997]. This approach can be extended to effectively
increase cache associativity by adding a complex replacement mechanism [Sanchez, Kozyrakis, 2010].
Hash-based indexing implies traditional set associativity and is, therefore, easy to implement and
combine with other optimisations.
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Reducing L2-L3 replication

Cache line replication can be addressed by implementing cache-hierarchy aware replacement
policies such as CHAR [Chaudhuri et al., 2012]. However, their aim is mainly reduction in access
latency and data movement between the levels, not last-level cache miss rate. Some advanced multi-
level caching policies, such as Hawkeye [Jain, Lin, 2016] and MPPPB [Jiménez, Teran, 2017],
can reduce the last-level cache miss rate at the expense of increased traffic. A bloom filter-based
scheme FILM [Wang et al., 2019] is the known solution without negative performance impacts.
A different approach is the use of special instructions or instruction hints [Iyer et al., 2021], which
requires assistance from the programmer, compiler or the OS. FLEXclusion scheme [Sim et al., 2012]
considered in this work is effective, easy and inexpensive to implement in traditional caches and
requires no software support.

Cache compression

A detailed survey of existing cache compression methods can be found in [Carvalho, Seznec,
2021]. The effectiveness of such methods comes at the expense of increased cache complexity, more
information to store, and data access delays. The BDI*-HL method presented in this work is based
on BDI [Pekhimenko et al., 2012] and was designed specifically for NCID caches, combining ease of
implementation, low hardware cost and negligible latency impact.

Simulation methods

An acknowledged tool for evaluating CPU performance depending on memory subsystem
details is Gem 5 [Binkert et al., 2011]. However, intended primarily for full-system execution-
based simulation, it is not optimised for modelling many-core CPUs; the project has forks aimed
at this [Qureshi et al., 2019]. Trace-based simulation methods offer better scalability, effectively
decoupling the memory subsystem model from the rest of the system. One such technique, Elastic
Traces [Jagtap et al., 2016], demonstrated a speed-up of 6-8 times and was included in Gem 5. The
simulation framework used in this work belongs to the same trace-based type and was optimised further
with trace sampling, which reduces the simulation time of CPU2017 refrate tests by several orders, and
a simplified on-chip network model. With these optimisations, all the experiments in this work took
roughly two months of Ryzen 5950X CPU time.

Baseline non-inclusive configuration

The object of this study will be a 16-core general-purpose CPU of VLIW architecture [Shilov,
2020; Nedbailo et al., 2021] and its trace-based model, depicted in Figure 1. The simulation framework
is described in [Nedbailo, 2020]; it was updated and refined, and its accuracy against a real machine
of the target configuration in SPEC CPU2017 tests is shown in Figure 2. For more broadly applicable
results, the optimisations were simulated on the same model with 32 or 64 cores, and a respectively
increased L3 bank number.

The simulated configurations are summarised in Table 1. The focus of this paper is the distributed
shared L3 cache, split into 16/32/64 banks, 2 MB each, and its communication with private L2 caches,
1 MB each. As a result of former optimisations, the caches implement the “non-inclusive cache,
inclusive directory” (NCID) scheme [Zhao et al., 2010]. The L3 cache itself is decoupled from other
caches; however, it has a twofold margin of tags, the excess acting as a directory for private L1 and
L2 caches. As in the inclusive scheme, the L3 cache creates a copy on L3 read miss, so L2 contents
are partly replicated in L3; non-inclusiveness means that no back-invalidate is issued on L3 eviction,
so a copy may still be present in L2 caches without a record in L3 (Figure 3).
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Figure 1. The floorplan (a) and the model (b) of the 16-core CPU simulated

Table 1. The CPU configurations used for simulation

Component Configuration
Core 16/32/64 cores, VLIW @ 2000 MHz
L1i cache Private, 128 KB / core, 4-way, 256 B line
L1d cache | Private, 64 KB / core, 4-way, 32 B line, write-through
L2 cache Private, | MB / core, 4-way, 64 B line, non-inclusive
L3 cache Shared, 2 MB / core, 16-way, 64 B line, NCID
Interconnect | 4x4/8x8 mesh, 1 request + 32 B data per core cycle
RAM 8 channels, DDR4 @ 3200 MT/s

In the NCID scheme, only the directory is inclusive; thanks to its capacity margin — 2 MB of
directory for 1 MB L2 per core — directory back-invalidates should hit L2 rarely enough in most cases.
Another optimisation was implemented to make back-invalidation itself a rare event. On the eviction
from an L2 cache, the L1 caches are checked and, in the case of a miss, a directory update request is
issued. The same interconnection channels as for the normal requests from L2 to L3 are used, so any
races are prevented by strict ordering. To prevent an excessive load on these channels, directory update
requests are allowed to be dropped when request traffic is high. When traffic is not very high, which is
true for most applications, this optimisation keeps some free space in the directory, so back-invalidates
rarely occur, and the performance impact of the coherence mechanism is minimal [Martin, Hill, Sorin,
2012].

The optimality of this cache configuration was assessed on the 16-core model with 16 L3 banks.
While L3 cache associativity of 32 yields a 1.2 % higher average IPC than 16, this advantage disappears
when either the bank number increases to 32 or 64 (Figure 4) or hash-based indexing is used, discussed
in the next section. NRU replacement policy, used by default, performed slightly better than Pseudo-
LRU and 0.1% worse than costly LRU. The average impact of directory back-invalidates, evaluated
by simply disabling them in the simulator, is 0.7 % (Figure 5). As L2 caches are non-inclusive (with
respect to L1), which might undermine the directory update optimisation, enforcing their inclusiveness
was tested and brought no significant change. As L1i caches are included in the directory without
any special protection, disabling their back-invalidation was tested and also showed a minimal effect

(Figure 5).
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Figure 2. Instructons per cycle per core (IPC) in CPU2017 refrate tests on a real 16-core system and its trace-
based model: a) single-core test; b) slowdown with 16-cores running the test
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Three ways of further optimisation of the shared L3 cache in this configuration were examined

and evaluated.
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Figure 5. The relative increase in IPC in CPU2017 multi-threaded refrate tests without any back-invalidates
(nodir), with L1-L2 inclusion (I12incl), and without L1i back-invalidates (ibnobi)

Hash-based interleaving and indexing

The first way of optimisation can be found by observing the uneven use of cache banks and sets
when traditional sequential interleaving and indexing are employed. Bank number and index within
the bank for an address are usually calculated by simply taking the corresponding least significant bits
of the address; in a 16-bank cache with 2 MB banks, 16-way sets, and 64-byte lines, it means using
9th to 6th bits as the bank number and 20th to 10th as the index. Since virtual and physical addresses
always share the least significant bits, executing the same program code on each core translates the
unevenness of each thread’s memory access pattern into uneven utilisation of cache banks and sets.

To mitigate this problem and, as a result, reduce the cache miss rate, more address bits can be
used for bank number and index calculation. While numerous ways of doing so are known, e.g. by
division [Kharbutli, Solihin, Lee, 2005], the most alluring are those having little logical complexity
and not increasing the number of bits to store in the cache as “tags”. A good example of such indexing
was proposed along with skewed associativity [Seznec, 1997]:

JolA) = ¢(A) & ¢'(Ay). M

Each index bit is calculated here simply as XOR of two bits from the “index” (A,) and “tag”
(A,) address parts, tag bits are stored in the cache just as in traditional indexing, and the lowest address
bits are restored from the index and the tag using a similar formula. The same approach can be taken
to calculate the bank number. To keep the same minimal size of tags to be stored while allowing more
complex functions, the above formula can be generalised (leaving unnecessary permutations) to:

f(A) = A, ® hash(A,). )
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Here, any function can be used as hash, the choice depending on its complexity and how
uniformly its values spread with real-world address sequences. Unfortunately, the latter depends not
only on the program behaviour, but also on memory allocation by the OS, which cannot be modelled
accurately, so the optimal function can hardly be found analytically.

Virtual address mapping

The event traces, generated and used in the simulation framework to evaluate CPU performance,
contain only virtual addresses of memory references. Two approaches to simulating memory allocation,
producing physical addresses used by caches, were tested. The first, further denoted as simple, is
mapping virtual addresses onto physical ones according to the formula:

PA(t) = (VA + psize - t) mod 4GB + ¢t - 4GB,

where 7 is the thread (i. e., core) number, psize is the page size, which is 2 MB for the computer system
considered here, VA and PA are virtual and physical addresses, respectively.

The second approach, denoted as random, involves a random address shift for each thread:
PA(t) = (VA + psize - R(t)) mod 4GB +t - 4GB,

where R(t) is a random number with uneven distribution: bit 0 is 50/50 zero or one, bit 1 is 55/45, bit 2
is 60/40 etc., so the least significant bits are more likely to alter. To avoid the fluctuation of simulation
results, an array of such numbers was generated, so R(¢) is a function of ¢, total core number and a test
run parameter acting as a seed. Each test is run ten times with this seed parameter varying from 0 to 9,
and the results of the runs are averaged.

The difference in the test results between the two address mappings depending on hash functions
used for interleaving and indexing (explained further) is shown in Figure 6. Although the mapping
method noticeably affects individual results, the overall picture remains nearly the same. The main
difference is the performance of the non-optimised baseline configuration (plain) with 32 or 64 cores;
the 16-core variant is not affected because 6-bit offset, 4-bit bank number and 11-bit index fit within
21 address bits not depending on address mapping. The simple mapping is, therefore, suitable for
modelling hash-optimised configurations, while hash function comparison should be performed using
random or some other realistic mapping method.

Hash functions tested

XOR-based hash functions tested in this work for indexing can be depicted as matrices shown
in Figure 7 (assuming a five-bit index size instead of the actual 11-bit for simplicity). Each index bit
is calculated as the parity of the bit-wise XOR of the ith column of the matrix with the cache line
address (both A, and A,), the upper bit of the column corresponding to the least significant address
bit. If this matrix contains an identity or permutation submatrix, which is true for all four, such a hash-
based indexing function is equivalent to Equation (2) (up to permutations) and thus does not require
increasing cache tags. The number of 1’s in a column determines hash computation delay, and the first
two functions fall under the fastest variety expressed by Equation (1). Matrices ¢) and d) are H matrices
proposed in [Cho et al., 2008] for skewed-associative caches and used in ZCache [Sanchez, Kozyrakis,
2010].

Other indexing functions tested were division-based [Kharbutli, Solihin, Lee, 2005] (effectively
reducing the set number to the nearest prime number) and, as a reference, CRC-based (CRC32 of the
address was computed and then processed with a shift function). Interleaving functions tested were the
same shift and CRC, with the difference that more address parts were XOR’ed, as if the matrix a) was
extended down to cover 32 address bits.
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Figure 7. Hash matrices for 5-bit index size: a) shift; b) mirror; ¢) H|; d)
Table 2 summarises all the 21 indexing and interleaving combinations tested. The effect of hash
use on the cache miss rate and IPC for individual tests is shown in Figure 8. It can be seen that only
one test experiences a noticeable performance loss with the use of hashes, and miss rate reduction
correlates with IPC increase even for tests with a moderate miss rate.
While the questions of optimal hash functions and appropriate address mapping are worth deeper
study, several conclusions can be made as a result of this work:
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Table 2. Indexing (first row) and interleaving (first column) combinations tested

plain | division | shift | mirror | H, | H; | CRC
plain | plain pdiv pxor | pmir | phl | ph3 | pcre
shift | xplain xdiv Xor xmir | xhl | xh3 | xcrc
CRC | cplain cdiv cxor | cmir | chl | ch3 | crc
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Figure 8. L3 cache miss rate (a) and relative increase in IPC (b) in CPU2017 multi-threaded refrate tests for
simple (plain), XOR-based (xmir) or CRC-based (crc) interleaving and indexing (16 cores and banks)

e the method of mapping virtual addresses into physical ones can significantly affect simulation
results when traditional cache indexing is used;

e any XOR-based indexing and interleaving considered yields a performance gain of several
percent, comparable to division- and CRC-based;

e indexing and interleaving have a comparable effect and combine well;

e the cheapest and fastest XOR-based mirror indexing and shift interleaving are sufficient to
achieve nearly the best results.

Although the effect on a real system might vary depending on page allocation, its very magnitude
even with the simplest hash functions, along with negligible hardware cost, suggests that such an

optimisation is worth primary attention.

Reducing L2-L.3 replication

Another avenue of improvement can be found by noticing the comparable L2 and L3 cache
capacity in the configuration considered — 1 MB and 2 MB per core, respectively — in combination
with the read-allocate policy on both levels. Despite the non-inclusive scheme, in this case, up to a half
of L3 cache contents is replicated in L2 and, therefore, unlikely to be used. The effective capacity
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of such a configuration will vary between 2 and 3 MB per core when all cores are active, while the
broadly used exclusive scheme would give 3 MB exactly; this loss in capacity due to replication can
be depicted as in Figure 9.

IN: NI: EX:
@) @) @ n)

Figure 9. Data replication in the inclusive (IN), non-inclusive (NI), and exclusive (EX) cache schemes

Of course, read allocation could be regarded as the culprit and write allocation adopted instead.
This would increase miss rates in many applications and thus is not considered an optimisation here.
The switch to the exclusive scheme, implying write allocation, invalidation on hit, and writeback of
unmodified lines, would also reduce performance in some cases due to the increased L.2-L3 traffic
and, less obviously, higher utilisation of the directory. While other remedies may exist in the field
of promotion and replacement policies [Jaleel et al., 2010], a straightforward solution is to switch
between the non-inclusive and the exclusive schemes dynamically depending on their effectiveness in
the current scenario.

One such scheme called FLEXclusion was proposed in [Sim et al., 2012]. Based on statistics
gathered in the L3 cache (set-duelling monitors), the optimal mode is periodically selected and assigned
to each new cache entry. While the global mode can be changed at any moment, the mode of each
cache line is fixed during its life in the caches. If the mode is non-inclusive, the line is read-allocated
in L3 and then not written back unmodified from L2; if exclusive, both decisions are the opposite
(Figure 10). Thus, the global mode can be switched at any time with no side effects, the overall
performance drifting between that of the two basic modes as needed.

L2 Cache - :
L2 Line Fill

¢ L2 Victim
EXCL-REG |

Silent Drop |
(Non-Inclisive (0))

-
-«

On_Chlp IIIIIIII.I-IIIIIIIIIIIIIIIIIIIIII.IIIIIIIIIIISignal1 (EXCluSiVe)
Interconnection 0 (Non-Inclusive)
Network L3 Insertion

(Exclusive (1) Policy Decision Logie

Y

NICL-GATE L3 IPKI | Cache Miss |

Last-Level Cache Information Collecting
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Interconnection DRAM Memory
Network

Figure 10. FLEXclusion cache scheme [Sim et al., 2012]

In the configuration of caches considered in this work, this scheme required two additional
tweaks. Firstly, as the exclusive mode increases writeback frequency with negative effects on L2
cache performance, the mode switching should also be controlled by appropriate event counters at L.2.
Accordingly, L2 caches can inform the L3 cache about the preferred mode by using different request
opcodes. Secondly, to allow for the increased utilisation of the directory in the exclusive mode, set-
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duelling monitors now treat directory misses like L3 misses: an L3 miss leading to directory allocation

is counted as two misses.

The resulting reduction of the L3 miss rate and increase in IPC for exclusive (EX), original
FLEXclusion (FC) and modified FLEXclusion (FL) schemes are shown in Figure 10. While the
exclusive scheme yields mixed results, with an average IPC loss of 1.1% due to poor directory
performance, original FLEXclusion yields an average IPC gain of 1.4 %, and modified FLEXclusion
performs with an average IPC increase of 2.2%. When the same tests were run with hash-based
L3 indexing discussed ecarlier, the negative effect was almost gone, and the exclusive scheme
slightly outperformed both variants of FLEXclusion (Figure 12). In any case, the proposed modified
FLEXclusion scheme appears to be a robust and flexible solution, which can be configured at any time
to perform closer to either basic scheme by programming different switching thresholds. With narrower
on-chip network channels, programs with high L2 and L3 cache miss rates like 503.bwaves or 519.lbm

might benefit from such adaptivity.
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Figure 11. L3 cache miss rate (a) and relative increase in IPC (b) in CPU2017 refrate tests for non-inclusive
(NI), exclusive (EX), original (FC) or modified (FL) FLEXclusion schemes (16 cores/banks)

More advanced optimisations of this type also exist [Wang et al., 2019] and are worth considering

as further improvement.

Data compression

While the two previous approaches aim at more efficient use of the nominal cache capacity, there
is a way of increasing the effective capacity by employing compression.

Cache compression methods can be divided into two categories. The first utilises the likeness
of cache lines and encodes them together into fewer cache records [Sardashti, Seznec, Wood, 2016].
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Figure 12. Relative increase in IPC in CPU2017 refrate tests for exclusive (EX), original (FC) or modified (FL)
FLEXCclusion schemes with XOR-based indexing and interleaving: a) 16 cores and banks; b) 32 cores and banks;
¢) 64 cores and banks

Another approach is to compress cache lines so multiple lines can fit into the space of one; this usually
implies compressing the data and using a larger array of tags [Gaur, Alameldeen, Subramoney, 2016].

For the L3 cache with 64-byte lines and additional directory tags, considered in this work, the
BDI*-HL (Base-Delta-Immediate Modified, Half-Line) algorithm of the second type was developed.
With details discussed in [Kozhin, Surchenko, 2020], its basic idea is to organise the data array in
half-lines, i. e. use 32-byte words to store 64-byte lines, compress cache line data twice where possible
and thus store up to twice more cache lines in the cache using twice more tags (e. g. the extended tags
implied by NCID). Figure 13 depicts how the compression works on 64-byte data. In this example, the
data block is divided into 16 words, then each word is split into 3-byte left and one-byte right parts.
The left part here is the same in all the words except one, where it equals zero, so the common left
part, each right part, and the mask of words with zero left part can be stored as a 32-byte block. The
decompression of the block consists of simple concatenation and multiplexing, adding negligible delay
to data access.

In the NCID cache with an extended tag array, such an algorithm requires no additional storage
space. This is depicted in Figure 14 for a 16-way cache set with 16 main and 16 directory tags. As the
set is populated with valid data, they are compressed and occupy full (F), half (H) or no (Z) block, the
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Figure 13. BDI*-HL cache line compression scheme: a) compression; b) decompression
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Figure 14. BDI*-HL compression in a NCID cache set

latter meaning 64 zero bytes. Empty spaces in the data array are then filled with new cache lines as

long as their compressibility allows it, and directory tags are used.

Leaving the accurate simulation of the state machine implied by the algorithm as part of future
work, the potential of such compression was evaluated in this study. First, the fraction of compressed
cache lines in the L.2-L3 traffic and in the L3 cache was measured; the results are shown in Figure 15, a.
On average, it was 18 % and 17 %, respectively. Secondly, as the latter fraction for each test was known,
the respective increase in the effective L3 cache capacity was emulated by proportionally increasing
the number of L3 cache ways. The resulting reduction of the L3 miss rate is shown in Figure 15, b
(three tests with the highest miss rate were unaffected and thus omitted). The increase in IPC is shown

in Figure 15, c.
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Figure 15. BDI*-HL (a) compression rate in the L2-L3 traffic (OCN) and the L3 cache, (b) L3 cache miss rate,
(c) relative increase in IPC in CPU2017 refrate tests

Three tests (510.parest, 523.xalancbmk, 554.roms) show a performance gain from 2 % to 11 %.
Interestingly, these have neither the highest L3 cache miss rate nor the highest data compressibility, as
every test has its own dependence of the miss rate on available cache space.

On average, BDI*-HL compression yields around a 1% increase in performance. As its cost is
expected to be within 0.1 % of the total chip area, it could be a useful optimisation.

Results

The average CPU performance gain in SPEC CPU2017 refrate tests from all three optimisations
discussed in this paper is summarised in Table 3. To show their cumulative effect, each optimisation

was tested after the previous optimisation was applied.
Since all the configurations have the same memory bandwidth, the effect of each optimisation

tends to increase with the core number.

Discussion

The cache miss rate substantially affects the performance of a multicore CPU, so even a large
non-inclusive shared cache with inclusive directory has a potential for optimisations. Three types of
optimisations were considered and demonstrated a significant effect.
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Table 3. The average IPC gain with L3 cache optimisations

16 cores/banks | 32 cores/banks | 64 cores/banks
XOR-based interleaving and indexing 32% 9.1% 8.2%
Modified FLEXclusion 3.8% 54% 7.9%
BDI*-HL compression 0.6% 1.0% 1.5%
First two optimisations 7.1% 15% 17%
All three optimisations 7.7% 16 % 19%

The first optimisation is aimed at more unifirm usage of cache banks and sets using hash-based
interleaving and indexing. A XOR-based variety of hash functions was tested, and even the simplest
functions, requiring no additional cache space and having minimal delay, demonstrated the average IPC
increase in SPEC CPU2017 refrate tests of 3.2 %, 9.1 %, and 8.2 % for CPU configurations with 16, 32,
and 64 cores and banks, comparable to the results of more complex matrix-, division- and CRC-based
functions.

The second optimisation is to reduce replication at different cache levels by automatically
switching to the exclusive scheme when it appears to be optimal according to cache hit and miss
statistics. A known scheme of this type, FLEXclusion, was modified for NCID caches by accounting for
the directory miss rate and L2 cache activity. In the experiments, it showed an additional performance
gain of 3.8 %, 5.4 %, and 7.9 % for 16-, 32-, and 64-core configurations.

The third optimisation is to increase the effective cache capacity using compression. The
compression rate of the inexpensive and fast BDI*-HL (Base-Delta-Immediate Modified, Half-Line)
algorithm, designed for NCID, was measured, and the respective increase in cache capacity yielded
roughly 1% of average performance increase.

All three optimisations can be combined and demonstrated a performance gain of 7.7 %, 16 %
and 19 % for CPU configurations with 16, 32, and 64 cores and banks, respectively.
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